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Outlier Detection – Exercise 1
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Outlier Detection – Exercise 1 – Solution

Distance-based
• No outliers because within their radius there are 0.4 and 

0.5 points for A and B, respectively



Outlier Detection – Exercise 1 – Solution

Density-based
• LRD(A) = 1/ [ (1 + 2)/2 ] = 0.666
• LRD(B) = 1/ [ (1 + √2)/2 ] = 0.828
• LRD(6) = 1/ [ (2 + 2)/2 ] = 0.500
• LOF(A) = ( [ LRD(B) + LRD(6) ]/2 ) / LRD(A) = [ (0.828 + 

0.500) / 2] / 0.666 = 1.003
• LRD(4) = 1/ [ (1 + √2)/2 ] = 0.828
• LOF(B) = ( [ LRD(A) + LRD(4) ]/2 ) / LRD(B) = [ ( 0.666 + 

0.828) / 2] / 0.828 = 0.902
• Both are smaller or very close to 1, so they are most

likely no outliers.



Outlier Detection – Exercise 1 – Solution

Depth-based
• A is an outlier for depth = 2
• For depth <= 1 neither A or B are outliers



Outlier Detection – Exercise 2



Outlier Detection – Exercise 2 – Solution

LRD(A) = 1/ [ (2 + √5)/2 ] = 0.472 

LRD(5) = 1/ [ (√5 + √5)/2 ] = 0.447 

LRD(6) = 1/ [ (2 + √5)/2 ] = 0.472 
LOF(A) = ( [ LRD(5) + LRD(6) ]/2 ) / LRD(A) 
= [ (0.472 + 0.447) / 2] / 0.472 = 0.973 

LRD(B) = 1/ [ (2 + √2)/2 ] = 0.586 

LRD(3) = 1/ [ (√2 + √2 + √2)/3 ] = 0.707 
LRD(4) = 1/ [ (2 + 2 + √2)/3 ] = 0.554 

LOF(B) = ( [ LRD(3) + LRD(4) ]/2 ) / LRD(B) 
= [ ( 0.707 + 0.554) / 2] / 0.586 = 0.929
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