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Preliminaries

We choose hits , hdx) Independently and uniformly at random from the universal family

{ ( ( axtb ) mod p) mod m : p > m
,

a c- 74*5
,

be Zp }
In particular, given

XEU
and i

, ]E [ m ]
,

we have
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#
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£2thishas a similar proof to that seen for 2- wise independence

Analysis

Consider the sets of Keys and the hash functions h
, ,hz

Conceptually build aw undirected grdpw G=(V, E) where Nkm and I Etn ,
and

. vertices are in ✓ = { 0,1 , . .

,
m . 1 } and represent the table positions

•

edges are random : E = { { h.CH
, hdxl ) : xe § } ←

G  is actually a mulligrdph
as two vertices Caw be
Connected by multiple edfes



Consider the insertion of a new Key X
,

which corresponds to a new edge

e={h
, a

,
hzcxl } in G

One of Three

situationsmay happen :

C.)
one of the table positions h

,
CX) or hdx ) is free and × is a clone

dated
there

↳ cost is O( 1) time

( ii.the positions are taken
,

so the insertion follows a path in G

throwing out Keys till a free position is found : let i be the starting

position and j be the ending position in the path [ note : i is either h
, At or hdH ]

( iii ).

as in Cii ) but a cycle is traversed in G- ⇒ REHASHING

We need to analyze Cii ) and ( iii ) → 0 (1) expected time

we assume that M > Zcn for a constant c > 2 (2)



Case ( it ) :

Consider the length of the path from i to ] in G .

By induction ow list
,

the probability that the path length is C is < celm
(3)since

the Insertion cost is 0 ( Itc ) ,
we obtain an expected cost of

0(1t¥fc÷m) = 0 ( Itfn ) =O( 1) time

-

↳ we use Knuth ,
Concrete Math

, p . 33

Eye # ± - n¥ ' tea
to

< ±k ' ' ⇒
'

= ¥2 ,
a #

We now prove (3) →



BASECASE : l =L

Here Li , ] } is an edge ,
thus

Rft edge { in } ) = §s[Pr(( hatin hdxs ⇒ ) v (h
, AH ^ hzcxti ) ) ]

£ n . 2.1

by
(1)

m
2

E Fm by (2)



INDUCTIVE CASE ( E > 1 ) :

Hevewehaveapaththatfesthroywavevtexkti, ] ,
such that the successor

ofkiwthepatwtsj ,
i.e. { K

, ] } isawedge :

nee
iwnnwnpk - ]

-

path of length e- 1

Owwhicwweapply
B A R(AnB)=the inductive hp.

- - PRCAHD .R( B)
Prftpathinetd )< [ ftp.twitm#nZedgeLkaDI

KEV . tip }

=¥r.gl?yttpatwimsk).RAeyeLka3lFpatuiemDk )

⇒- et
cetin M Cm

byinductivehp.
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, ]
hfeswitwxehsfkeysiwpathimpk
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.
: How many REHASHINGS can occur ?

1 with pv =p Expected number  of REHASHING  is

?" " P2 special " ' e ¥,ipi= Of ) as p<
1

of binomial
pi "  " Pi distribution seen ,e( ip with C > 2



Turning back to the insertion :  if there is a cycle starting at position i
,

O (1) REHASHING  s are performed on avenge

Pr ( F cycle starting from position i ) ER (F path from i to ] = i )

=±eE
.
'EiIm

Thus we pay
0 ( w ) with probability < In , giving 0 ( him ) =O ( i )

expected cost

.

Note the above analysis is a bit sloppy for educational purposes.

Also the time is amortized expected 04 )
.

o


