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Exercise 1 [points 4] Comment the Zipf law (classical and generalized), and the Heaps law.
Exercise 2 [points 4] What is relevance-feedback, and describe Rocchio’s algorithm.
Exercise 3 [points 2+5+5] Given the text T= “aabb” 
· Compute its empirical entropy
· Compute its Arithmetic compression, up to the final bit sequence. 
· Indicate the number of bits selected for the output bit sequence, in general, and prove that this choice is correct. 
Exercise 4 [points 4]  Comment on how can be estimated the relative size of two search engines via URL-sampling.
Exercise 5 [points 4+2]

Given the set of strings S={boss, botero, botte, botti, cane, canto}, and assume that a disk page can contain 3 strings. 

1. Depict a two-level indexing of S in which strings are front-coded on disk
2. Show how it is executed the search for the string “botta” over the 2-level index of the previous item.
