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Exercise 1 [points 2+5+5] Given the text T= “aabb” 
· Compute its empirical entropy
· Compute its Arithmetic compression, up to the final bit sequence. 
· Indicate the formula for the number of bits selected for the output by the Arithmetic coder, and prove that this choice is correct. 
Exercise 2 [points 5]  Comment how it works the Consistent Hashing and where it is used and the why.
Exercise 3 [points 4+4]  Given a graph of three web pages and directed edges {(1,3), (2,3), (3,2)}.

1. Specify the formula of HITS on this graph, indicating how can be computed a(3) and h(3) as a function of the other node’s values.

2. Assuming that the initial page values for a() and h() are equal to 1 (and a = ½), specify the formula of Pagerank and make one step of calculation.

Exercise 4 [points 5]  Let us given a collection of tweets, and assume that we wish to find all near duplicates, namely groups of tweets which are almost equal. Show an efficient randomized algorithm that solves the problem, and comment on its time and space complexity.

