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Exercise 1 [points 4+3]

Given a dictionary of 216 strings, 

· show the formula that identifies the best number of hash functions in a Bloom Filter of size m bits, storing n keys. Then show how it is derived.

· compute the error rate of a Bloom Filter which uses an array of 224 bits and an optimal number of hash functions. [Assume that logs are in base 2]
Exercise 2 [points 5+4+2]

Given the four texts: 

a. T1=”una brutta cosa”

b. T2=”una cosa cosa”

c. T3=”una una due due rosa rosa”

d. T4=”una bella rosa”

· Show the inverted list with its dictionary and postings, including all the infos that are used to answer a query based on TF-IDF. Deploy also the delta-coding on the docIDs and the gamma-code for the final coding of the docID-deltas. 

· Compute the vectors TF-IDF of the four texts.  [you can leave fractions as tf-idf values]
· Indicate the text which is more similar to T3 under the dot-product distance.

Exercise 3 [points 3+4] Given the text T= “bbaa” 
· Compute its Arithmetic compression, up to the final bit sequence. 
· Indicate the formula for the number of bits selected for the output by the Arithmetic coder, and prove that this choice is correct. 
Exercise 4 [points 5]  Comment on the methods to compute the top-k results for a search engine and how they work.
