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Exercise 1 [rank 5+5] Answer to the following questions:
· Show the formula that identifies the best number of hash functions in a Bloom Filter of size m bits, storing n keys. Then show how it is derived.

· Given a dictionary D of strings of variable length, show an efficient data structure that solves the following wild-card query of the form s*t over D, where s and t are two strings of variable length.
Exercise 2 [points 5] Given a directed graph G with edges {(1,2), (2,1), (1,4), (3,1)}. Simulate the execution of one step of Personalized PageRank for node 3, starting with nodes with probability ¼, and alpha = 1/2.  

Exercise 3 [points 4+4] You are given the two files: F_old = “pane cotto basso”, F_new = “pane basso rotto”, and assume a block size B=3 chars. 

· Show the execution of the algorithm rsync. (comment the various steps)
· Show the execution of the algorithm zsync. (comment the various steps)
Exercise 4 [points 3+4] Describe the shingling technique and how it can be used, in combination with min-hashing, to compute the near-duplicate similarity of documents, by commenting also the advantages.
Apply your description to the following documents d1 = “the box is red and large”, d2 = “the large box is red”, d3 = “the fox is red”. Assume that you use shingles of 3 words, hash functions generate random values in {0,…,10} (that you can choose as you want), and repeat min-hashing twice for estimating the Jaccard coefficient of two sets.
