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1. [rank 4+4] 
a. Prove that Huffman is optimal among the prefix-free codes.
b. Let us given symbols and their probabilities: p(a) = p(d) = 0.05, p(c)=p(g) = 0.1, p(b)=p(f)=0.2, p(e)=0.3. Construct the Canonical Huffman code, showing how it is obtained step-by-step.
2.  [rank 5+5] Given a sequence S of items of length n, and an integer m < n/2, 
a. show how to select in the streaming model uniformly at random m items from  S, and prove the correctness of the approach (i.e. uniformity and space/time complexity).
b. Show the pseudo-code of the reservoir sampling algorithm, its time/space complexity, prove its correctness and indicate where it can be used.

3. [rank 5]  Let us given a text T, design a data structure and an algorithm that: Given a string P and two integers k and q, determines whether there exists a window of size k that contains at least q occurrence of P. Discuss the time and space complexity. (The time complexity must be a function of the number of all occurrences of P in T rather than of T’s length.)

4. [rank 3+ 2 + 2]  Compute the time complexity of RadixSort 
a. as a function of the string length in bits b, and the bit-size r of the block sorted at every step. 
b. Then derive the “optimal” size and comment on it wrt to other sorters. 
c. Finally show that this algorithm can be used to sort in O(n) time a set of n integers within the range (1,n3).
