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Discrete random variables

• Support finite or countable {a1, . . . , an, . . .}
I p(ai ) > 0 for i = 1, 2, . . .
I p(a) = 0 if a 6∈ {a1, a2, . . .}
I

∑
i p(ai ) = 1

• What happens when the support is uncountable? E.g., [0, 1] or R+ or R
I p(ai ) must be 0 because |R| = 2ℵ0 > ℵ0 = |N|
I hence,

∑
i p(ai ) = 0
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Continuous random variables

• We cannot assign a “mass” to a real number, but we can assign it to an interval!

• F (a) = P(X ≤ a) =
∫ a

−∞ f (x)dx [Cumulative Distribution Function]
3 / 13



Density function

P(X = a) ≤ P(a− ε ≤ X ≤ a + ε) =

∫ a+ε

a−ε
f (x)dx = F (a + ε)− F (a− ε)

• for ε→ 0, P(a− ε ≤ X ≤ a + ε)→ 0, hence P(X = a) = 0
• What is the meaning of the density function f (x)?
• f (a) is a (relative) measure of how likely is X will be near a
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X ∼ U(α, β)

• F (x) =
∫ x
−∞ f (x)dx = 1

β−α
∫ x
α 1dx = x−α

β−α for α ≤ x ≤ β

See R script
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X ∼ Exp(λ)

• For X ∼ Geo(p), we have: F (x) = P(X ≤ x) = 1− (1− p)bxc

• extend to reals: F (X ) = P(X ≤ x) = 1− (1− p)x = 1− ex ·log(1−p) = 1− e−λx

for λ = log( 1
1−p )• f (x) = dF

dx (x) = λe−λx

• λ is the rate of events, e.g.,
I λ = 1/10 number of bus arrivals per minute, or 1/λ = 10 minutes to wait for bus arrival
I P(X > 1) = 1− P(X ≤ 1) = e−λ = 0.9048 probability of waiting more than 1 minute.

• Exponential is memoryless: P(X > s + t|X > s) = e−λ·(s+t)/e−λ·s = e−λ·t = P(X > t)

See R script and seeing-theory.brown.edu
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X ∼ N(µ, σ2)

• Also called Gaussian distribution
• Standard Normal/Gaussian is N(0, 1)

I f (x) = 1√
2π
e−

x2

2 sometimes written as φ(x)

I No closed form for F (a) = Φ(a) =
∫ a

−∞ φ(x)dx
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CCDF of Z ∼ N(0, 1)

• E.g., P(Z > 1.04) = 0.1492

See R script
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Quantiles

• If F () is strictly increasing, qp = F−1(p)

• E.g., for Exp(λ), F (a) = 1− e−λx , hence F−1(p) = 1
λ log 1

(1−p)

See R script
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Simulation

• Not all problems can be solved with calculus!

• Complex interactions among random variables can be simulated

• Generated random values are called realizations
• Basic issue: how to generate realizations?

I in R: rnorm(5), rexp(2), rbinom(. . .), . . .

• Ok, but how do they work?

• Assumption: we are only given runif ()!

• Problem: derive all the other random generators
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Simulation: discrete distributions

• For X1, . . . ,Xn ∼ Ber(p) i.i.d., we have:
∑n

i=1 Xi ∼ Binom(n, p)

See R script
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Simulation: continuous distributions

• F : R→ [0, 1] and F−1 : [0, 1]→ R
I E.g., F strictly increasing
I N.B., the textbook notation for F−1 is F inv

• For X ∼ U(0, 1) and 0 ≤ b ≤ 1
P(X ≤ b) = b

• then, for b = F (x)
P(X ≤ F (x)) = F (x)

• and then by inverting
P(F−1(x) ≤ x) = F (x)

• In summary:
F−1(X ) ∼ F for X ∼ U(0, 1)
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Common distributions
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